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Preface

Feedback control is an important technique that is used in many
modern electronic and electromechanical systems. The successful
inclusion of this technique improves performance, reliability, and
cost effectiveness of many designs.

Many of us have had an introductory feedback control subject
during our student days. In most cases this introduction was a typ-
ically academic one with little emphasis on how theoretical con-
cepts could be applied to actual physical hardware.

In this series of lectures we reintroduce the analytical concepts
that underlie classical feedback system design. The application of
these concepts is illustrated by a variety of experiments and dem-
onstration systems. The diversity of the demonstration systems
reinforces the value of the analytic methods previously introduced
and provides the motivation for future lectures.

The lectures incorporate the material in this area that I have
found to be most important in my own research and consulting
experience. In fact, most of the demonstration systems are closely
related to actual systems that I have designed. The lectures also
reflect the important comments made by many of the students who
have taken a similar subject at MIT.

Each lesson consists of a taped lecture, a reading assignment
in the text, and problems, generally also in the text. The suggested
sequence is to first view the lecture, then read the suggested sec-
tions of the text, and finally solve the problems.

In many cases, the material in the text is more detailed than
that provided in the taped lectures. The material learned from the
lectures should expedite the self-study of the extensions and ampli-
fications of the text.

It is vitally important that participants in this course solve the
problems that are included in the assignments. Simply viewing the
tapes, even when combined with the suggested reading assign-
ments, provides a superficial knowledge of the subject matter at
best. True mastery requires the in-depth exposure that only comes
from wrestling with the concepts through problem solving.



The problem solutions presented in this manual should be
consulted only after diligent effort has been made by the partici-
pant. We intend the solutions to illustrate what we feel is a good
way to solve the problems, rather than to serve as a crutch. Simi-
larly, discussion of the problems with fellow course participants,
after having solved them individually, will improve your under-
standing of the material.

The text frequently includes problems related to the material
presented in a lecture that are not specifically assigned. In view of
the importance of the first-hand experience gained by problem
solving, participants should also solve these additional problems
as their schedules permit.

I'd like to thank two of my students for their contributions to
the video tapes and the manual. Mike Johnson set up all of the
experiments and demonstrations in the studio. He was responsible
for the real time magic that replaced one demonstration with
another as I lectured away from the demonstration area. Dave
Trumper provided all of the problem solutions presented in this
manual. The explanations and insights he provides reflect his own
excellent understanding of the material.

Most of the viewgraphs used to illustrate the lectures were
copied from figures in the text. John Wiley & Sons kindly allowed
us to use this material.

Finally, I'd like to thank the many staff members of the MIT
Center for Advanced Engineering Study who made the production
of the tapes, the manual, and the promotional material possible.
Their tolerance of my procrastination was also much appreciated!

James K. Roberge
Lexington, Massachusetts
January, 1986



Lectures
1 Introduction and Basic Concepts 1-1

2 Effects of Feedback on Noise 2-1
and Nonlinearities

3 Introduction to Systems with Dynamics 3-1

4 Stability 4-1

5 Root Locus 5-1

6 More Root Locus 6-1

7 Stability via Frequency Response 7-1

8 Compensation 8-1

9 More Compensation 9-1

10 Compensation Example 10-1

11 Feedback Compensation 11-1

12 Feedback Compensation of an 12-1
Operational Amplifier

13 Operational Amplifier Compensation 13-1
(continued)

14 Linearized Analysis of Nonlinear Systems 14-1

15 Describing Functions 15-1

16 Describing Functions (continued) 16-1

17 Conditional Stability 17-1

18 Oscillators (Intentional) 18-1

19 Phase-Locked Loops 19-1

20 Model Train Speed Control 20-1

S1 Solutions to Problems S1-1
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1-2 Electronic Feedback Systems

Blackboard 1.1

Blackboard 1.2 1



Introduction and Basic Concepts 1-3

Disturbance

This lecture serves to introduce the course material and establish
the notation that we will use. Important properties of feedback sys-
tems are discussed, and the impact of loop transmission on these
properties is described. The examples used for illustration are
familiar operational amplifier connections.

Textbook: Skim Chapter 1 if you have not worked with opera-
tional amplifier circuits recently.

Chapter 2: Sections 2.3.2 and 2.3.3 may be postponed until
Lecture 2, or may be read now for continuity. We will not use the
material in Section 2.4.3 directly. However, you will find that this
method can save you considerable time in the analysis of complex
systems.

Comments

Reading

Viewgraph 1.1

A typical feedback system
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Problems Problem numbers followed by numbers in parentheses (see, for
example, P1.6 below) refer to the textbook that accompanies these
lectures: James K. Roberge, Operational Amplifiers: Theory and
Practice (New York: John Wiley & Sons, 1975). When a problem
number in parentheses is given without any accompanying text,
the problem is to be followed as it appears in the textbook. For
some problems referring to the textbook, we have added com-
ments or modifications, which appear in this manual beneath the
problem it refers to (see, for example, P2.1 below).

Problem 1.1: Design a circuit using a single operational amplifier
that provides an ideal input-output relationship:

V0 = -V, - 2Va2- 3 Vj

Keep the value of all resistors between 10 kQ and 100 kQ.

Draw a block diagram for your amplifier connection, assum-
ing that the operational amplifier has infinite input resistance and
zero output resistance but finite open-loop gain a. Use your block
diagram to determine the loop transmission of your connection.
How large must the open-loop gain of the operational amplifier be
so that errors from finite gain are no more than 0.01%?

Problem 1.2 (P1.6)

Problem 1.3 (P2.1): Solve the problem as stated in the textbook,
and also reduce the block diagram to a form that has one forward
element and one feedback element between input and output and
determine the gains of these elements.

Problem 1.4 (P2.11)

Problem 1.5 (P2.9)
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Blackboard 2.1

Blackboard 2.2

Viewgraph 2.1 y,,, y,,, y,

Feedback system illustrating
effects of disturbances

V V
0

Electronic Feedback Systems



Effects Of Feedback on Noise and Nonlinearities 2-3

rJ
Viewgraph 2.2

d Yd2 d e

V2 1 + a 2fI

Attenuator

Open-loop system illustrating
effects of disturbances

Viewgraph 2.3
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Viewgraph 2.4
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Transfer characteristics of the
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Viewgraph 2.5 Values of Variables at Breakpoints
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Viewgraph 2.6
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Electronic Feedback Systems
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Effects Of Feedback on Noise and Nonlinearities 2-5

Demonstration Photograph 2.1
Nonlinear amplifier demonstration

Much of our effort in this subject involves the properties of linear
feedback control systems. However, feedback is often used to
either provide controlled nonlinearities or to moderate the effects
of the nonlinearities associated with virtually all physical
components.

The economic impact of improving the performance of a non-
linear power handling element by adding gain at a low signal power
level of the system can be substantial.

Similarly, feedback often provides a convenient and econom-
ical means for reducing the sensitivity of systems to externally
applied disturbances.

Comments
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Reading Textbook: The material in this lecture parallels that in Sections
2.3.2 and 2.3.4. Please read this material if you have not done so
in connection with Lecture 1.

Problems

Problem 2.1 (P2.3)

Problem 2.2 (P2.4)

Problem 2.3 (P2.5): For parts (a) and (b) assume that the sinusoidal
disturbance term vN is equal to zero. Then, for part (c) let vN equal
the indicated value of sin 377t.
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Blackboard 3.1

Blackboard 3.2



Introduction to Systems

Viewgraph 3.1
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Frequency response of first-order
system.
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Viewgraph 3.3 101 As- nnr I
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cJ-n
Frequency response of second-
order system. (a) Magnitude

Viewgraph 3.4
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Frequency response of second-
order system. (b) Angle.



Introduction to Systems

Viewgraph 3.5

ont -

Step responses of second-order system.

Viewgraph 3.6
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Viewgraph 3.7

Bode plot of

(b) Bode plot
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Introduction to Systems 3-7

Demonstration Photograph 3.1
Second-order system

Demonstration Photograph 3.2
Operational-amplifier for comparison
with second-order response
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Comments This lecture serves as an introduction to the dynamics of feedback
systems. Aspects of this topic form the basis for more than half the
material covered here. If the dynamics of systems could be
adjusted at will, it would be possible to achieve arbitrarily high
desensitivities and to modify electrical or mechanical impedances
in any required way.

We will never solve for the exact closed-loop transient
response of a high-order system, preferring instead to estimate
important properties by considering lower-order systems that
accurately approximate the actual behavior. A demonstration indi-
cating a specific example of this type of approximation is included.

Additional Discussion
I mention in the lecture that a factor of 0.707 corresponds to a
-3 dB change on a decibel scale. This reflects the convention usu-
ally used for feedback systems where gains (even dimensioned
ones) are converted to dB as 20 logo (gain).

Note that in viewgraphs 3.1, 3.3, 3.4, and 3.5, the horizontal
axis is normalized so that the resultant curves can be easily scaled
for any particular bandwidth system. Thus the horizontal axis in

3.1 is presented as a multiple of -, in 3.3 and 3.4 as a multiple of

on, and in 3.5 as a multiple of

Textbook: Sections 3.1, 3.3, 3.4, and 3.5. While we will not use the
material in Section 3.2 directly, you may want to review it if you
have not worked with Laplace transforms recently.

Reading



Introduction to Systems

Problems

Problem 3.1 (P3.1)

Problem 3.2 (P3.2)

Problem 3.3 (P3.5)

Problem 3.4 (P3.7)

Problem 3.5 (P3.8)

3-9
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Blackboard 4.1

Blackboard 4.2 Rwot Locus 2344+(+4) i+ ae 0?

(1 is=Q , s')

pase I4 9tCCS>'O 2

L(t(-5) 4(s) - . )

(A O s 4(0S

+hrceitc gtc



Stability 4-3

Loci of
closed-loop
poles

1
Ta

Location of two
loop-transmissioi
poles

Arrows indicate
direction of
increasing a0

6 ;rX 1

t
icw

Viewgraph 4.1

s plane

I o

Tb

+

~2 .

Root-locus diagram for second-
order system.

This lecture provides our introduction to the stability of feedback
systems. We will see again and again that the effective design of
feedback systems hinges on the successful resolution of the com-
promise between desensitivity and speed of response on one hand
and stability on the other.

Examples of first-, second-, and third-order systems illustrate
how the difficulty of achieving a given degree of stability increases
dramatically as the order of the system increases.

Comments
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Corrections I left out dt in both of the integrals used in the definition of stability
on Blackboard 4.1. These integrals should read

|v(t)Idt < oo and -(XIvo(t)Idt < oo

I also left out a t in the test generator signal on the same black-
board. The relationship should be

K sin - t = V,

I may have left the wrong impression concerning evaluation
of stability by means of loop-transmission frequency response. If
the loop transmission is exactly + 1 at some frequency, there is
certainly a closed-loop pair of poles on the imaginary axis at that
frequency. The point is that closed-loop pole locations (and partic-
ularly the important question concerning the number of closed-
loop poles in the right-half of the s plane) can generally not be
resolved with loop-transmission information at isolated frequen-
cies. This quantity must be known at all frequencies to answer the
stability question.

Reading Textbook: Chapter 4 through page 120.

Problems

Problem 4.1 (P4.1)

Problem 4.2 (P4.2)

-O

Electronic Feedback Systems
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Blackboard 5.1

Blackboard 5.2

Blackboard 5.3

Electronic Feedback Systems



Root Locus

Loci of
closed-loop
poles
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poles
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direction of
increasing a0
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Viewgraph 5.1
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Root-locus diagram for second order system.
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Viewgraph 5.2

i (5.65)

s plane

Closed-loop pole
location for = 0.5
at s = -1.23 (1 jVM

U -

-j (5.65)

Root-locus diagram for third-
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5-3
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Comments In Lecture 4 we introduced the concept of a root-locus diagram by
directly factoring the characteristic equation of the two-pole sys-
tem used for illustration. This method is tedious for higher-order
systems.

The material in this lecture shows how the fact that the a(s)f(s)
product must equal -1 at a closed-loop pole location can be
exploited to determine rapidly important features of the root-locus
diagram. We also see that simple numerical methods can provide
certain quantitative results when required.

Corrections Note that there is a mistake in the videotape on blackboard 5-1
where it states root-locus Rule 4. The blackboard says that the
average distance from the real axis is constant. This is identically
satisfied for all physically realizable systems. The corrected black-
board in the Video Course Manual states that the average distance
from the imaginary axis is constant under the conditions of Rule
4. See page 123 of the textbook for clarification.

Reading Textbook: Sections 4.3.1 and 4.3.2.

Problems

Problem 5.1 (P4.5)

Problem 5.2 (P4.7)
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Blackboard 6.1

Blackboard 6.2



More Root Locus

Blackboard 6.3

Demonstration Photograph 6.1
Frequency-selective amplifier
demonstration

6-3
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Demonstration Photograph 6.2
Close-up of frequency-selective
amplifier

Comments This lecture extends our understanding of root-locus techniques.
We see that the addition of a zero to a multiple-pole loop trans-
mission increases the amount of desensitivity that can be achieved
for a given damping ratio. Future material on compensation will
show how this technique can be used to improve system
performance.

We also saw how the root-locus method can be generalized to
determine how system poles are related to the value of a single
parameter other than d-c loop transmission magnitude.

Finally we determined the location of zeros of the closed-loop
transfer function and saw the profound effect they can have on the
performance of certain systems.



More Root Locus

The phase of the signal associated with the rejection amplifier is
wrong in my blackboard drawing. As I mentioned, the initial value
theorem can be used to show that the initial value of the step
response will be unity. The waveform displayed in the demonstra-
tion correctly shows the phase for a small damping ratio as approx-
imately that of -sin ot.

Correction

Textbook: Sections 4.3.3 through 4.3.5. Reading

Problems

Problem 6.1 (P4.6)

Problem 6.2 (P4.8)

6-5
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Blackboard 7.1

Blackboard 7.2

Electronic Feedback Systems



Stability via Frequency Response 7-3
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Viewgraph 7.1
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7-4 Electronic Feedback Systems

Viewgraph 7.3 +jR

t

X-
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-jR

Nyquist test for a(s)f(s) =
103/[(s + 1)(0.1s + 1)(0.01s + 1)].
(a) s-plane plot.

Viewgraph 7.4 Value for s = j0+- ,Value for s = jo-

Nyquist test for a(s)f(s) =
103 /[(s + 1)(0.1s + 1)(0.01s + 1)].
(b) af-plane plot.
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Stability via Frequency Response 7-5

I ~Viewgraph 7.5
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7-6 Electronic Feedback Systems

Expanded Nichols chart.

Viewgraph 7.6
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Stability via Frequency Response 7-7

Demonstration Photograph 7.1
3-dimensional Nichol's chart

The root-locus method introduced earlier provides a good insight
into the behavior of many feedback systems, but it has its limita-
tions. For example, experimental measurements made on an open-
loop system may be difficult to convert to the required forms. Fur-
thermore, quantitative results can only be obtained via possibly
involved algebraic manipulations.

An alternative that is useful in many cases involves frequency
domain manipulations, where the evaluation of relative stability is
based on the resonant peak of the closed-loop transfer function.
The conversion from open-loop to closed-loop quantities is
achieved via the Nichol's chart.

Comments
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Reading Textbook: Section 4.4.

Problems

Problem 7.1 (P4.9)

Problem 7.2 (P4.10)

Problem 7.3 (P4.11)
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Blackboard 8.1 F N I MeI

Blackboard 8.2

Electronic Feedback Systems



1 + G -i Viewgraph 8.1

4 G+

Determination of closed-loop
transfer function for
a(s) = ao/[(s + 1)(0.1s + 1)] ,f = 1.

Compensation 8-3



Viewgraph 8.2

M for several systems with 450

of phase margin.

In this lecture we define phase margin and show that it is a valu-
able indicator of the relative stability of a feedback system.
Because of the ease with which they are obtained and the accuracy
of estimates based on them, frequency-domain measures are gen-
erally used for the quantitative design of feedback systems.

Our discussion of compensation is initiated in this lecture by
showing how changes in the aof0 product influence stability for typ-
ical systems.

8-4 Electronic Feedback Systems

10
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1

t I G |

0.3
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Comments



Compensation

Textbook: Review material in Sections 4.4.2 and 4.4.3. Chapter 5 Reading
through Section 5.2.1.

Problems

Problem 8.1 (P4.13)

Problem 8.2 (P5.1)

Problem 8.3 (P5.2)

8-5
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Blackboard 9.1 ' . ------

Blackboard 9.2



More Compensation

C Viewgraph 9.1
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Viewgraph 9.3 70__1_ - - -_---Ir

i

Angle
Lead network characteristics for
V0 (s)/Vg(s) = (1/a) [(aIrs + 1)/(rs + 1)].

Viewgraph 9.4
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Electronic Feedback Systems



More Compensation
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Comments In this lecture we indicate the general types of changes that may be
made to the dynamics of the loop transmission in order to improve
performance. The exact way in which these techniques are applied
is strongly dependent on the physical details of the system, and
consequently the discussion is quite general. Specifics will be illus-
trated with examples in future lectures.

Reading Textbook: Sections 5.2.2 and 5.2.3.

Problems

Problem 9.1 (P5.3)

Problem 9.2 (P5.4): Do not do part d.

Problem 9.3 (P5.5)

Problem 9.4 (P5.6)

Electronic Feedback Systems
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Blackboard 10.1

Viewgraph 10.1
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Gain-of-ten amplifier



Compensation Examples

I I I I i 0 0
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Viewgraph 10.2

Viewgraph 10.3
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Circuit A

Gain-of-ten amplifier with lead
network in feedback path.
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10-3



Block diagram
Gain-of-ten amplifier with lead
network in feedback path.

Viewgraph 10.5
I I I i 0
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Viewgraph 10.4
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Vi (

Circuit
Gain-of-ten amplifier with lag
compensation.

Viewgraph 10.6

v 0-1~

R

-- 'm+Viewgraph 10.7

Block diagram
Gain-of-ten amplifier with lag
compensation.

Compensation Examples 10-5
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Viewgraph 10.8

Block diagram
Gain-of-ten amplifier with lag
compensation.

Viewgraph 10.9

V. VO

Block diagram following
rearrangement.
Gain-of-ten amplifier with lag
compensation.

Vi VO

Electronic Feedback Systems
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Compensation Examples
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Viewgraph 10.12
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Effects of various types of
compensation on loop-transmission
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Viewgraph 10.14

s plane
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(b) Lead compensated

* i Viewgraph 10.15
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Demonstration Photograph
10.1 Gain-of-ten amplifier
demonstration

Demonstration Photograph
10.2 Close-up of gain-of-ten
amplifier



Compensation Examples

This lecture's analysis and the associated demonstrations show
how the compensation methods developed earlier can be applied
to a physical system. The demonstration system is, admittedly,
somewhat contrived so that the required manipulations can be eas-
ily performed with accuracy. In many actual systems, exact system
parameters are less certain. However, analysis parallel to that pre-
sented in the lecture generally provides an excellent first cut at the
appropriate compensator, which may then be refined based on test
results.

It is important that participants in this course have first-hand
experience with the kind of analysis and measurements required
for compensation. Toward this end, the problem (P5.15) suggested
below, which includes substantial laboratory effort, is a very nec-
essary part of the course.

I suggest aiming for 470 of phase margin in the lag-compensated
system without much justification for the design objective. The
reason is effectively an educational one. We choose the lead com-
pensation to provide the maximum possible phase margin given
the constraints of the topology. This approach is reasonable,
because the maximum achievable value of 47* is adequate, but cer-
tainly not overly conservative.

In the case of lag compensation, larger values of phase margin
could be obtained by using larger values of a. The value of 47* was
chosen so that direct stability and speed of response comparisons
could be made with the lead-compensated amplifier.

Comments

Clarification

Textbook: Sections 5.2.4 through 5.2.6.

10-11
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Problems

Problem 10.1 (P5.8)

Problem 10.2 (P5.12)

Problem 10.3 (P5.13): In calculating the settling time for the lag-
compensated gain-of-ten amplifier, make the simplifying assump-
tion that the loop transmission is second order. That is, the poles
of Equation 5.15 at 104 and 10' rad/sec may be ignored, and a"(s)
approximated by

5 X 105(1.5 X 10- 3s + 1)
a"(s) ~(s + 1)(9.3 X 10~3s + 1)

Problem 10.4 (P5.15)
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Blackboard 11.1

Blackboard 11.2



Feedback Compensation

Topology for feedback
compensation

Viewgraph 11.1

Vi

Outer or major loop
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Viewgraph 11.2

To input of

Va

Vb

From output of
second stage

-o V 0

Operational amplifier
compensated with a two-port
network.
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Comments Minor-loop compensation provides a preferable alternative to cas-
cade compensation for many physical systems. Examples include
servomechanisms using tachometric feedback and a number of
available integrated-circuit operational amplifiers.

The appropriate compensation for a particular application is
generally determined by assuming that feedback controls the
behavior of the minor loop at the major-loop crossover frequency.
The possibility is realistic because the relatively fewer elements
included in the minor loop permit it to have a higher crossover
frequency.

Reading Textbook: Sections 5.3 and 13.3.1.

Problem

Problem 11.1 (P5.14)
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Blackboard 12.1

Blackboard 12.2



Feedback Compensation of an Operational Amplifier 12-3

Viewgraph 12.1

Open-loop transfer o
function for one-pole
compensation.

Viewgraph 12.2

VO 01

Noninverting amplifier.
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Viewgraph 12.3
This side from
output of high-
gain stage

This side to
input of high-
gain stage

Vn

Network for two-pole
compensation

Viewgraph 12.4 \,-Approximation

t
M

-90

t
-180

-2700|

Open-loop transfer function
for two-pole compensation.
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Viewgraph 12.52.2 k92

301+
A 0 7

3OpF 30pF

*-~- Open this connection
for one-pole compen-
sation.

Unity-gain inverter with
two-pole compensation.

I iViewgraph 12.6

Dominant pole pair
beyond here for A
high ao f0

-1.1 X 10
High-frequency
amplifier poles

Root-locus diagram for inverter
with two-pole compensation.
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Demonstration Photograph
12.1 Operational-amplifier
compensation demonstration

Demonstration Photograph
12.2 Close-up of operational-
amplifier for compensation circuit



Feedback Compensation of an Operational Amplifier 12-7

In this session we show how minor-loop compensation is used to
control the dynamics of an available integrated-circuit operational
amplifier. We find that in certain applications, dramatic perfor-
mance improvements are possible compared with a similar ampli-
fier that uses fixed compensation that is selected for unity-gain
stability.

While specific values for the compensating components are
selected based on parameters of the amplifier type used, the general
methods are applicable to any amplifier that allows the choice of
the components used for minor-loop compensation.

In about the middle of the first blackboard I give the expression
for the closed-loop gain as:

2Ces

1 + 2Cs

The final expression should read:

1 1

1 1
f 2Ces

f+

f 2Ces
+ 1g,nf

(There is a g,, missing in the equation on the blackboard.)

Textbook: Sections 13.3.2 and 13.3.3.

Comments

Correction

Reading
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Problems

Problem 12.1 (P13.5)

Problem 12.2 (P13.6)

Problem 12.3 (P13.7)

Problem 12.4 (P13.8)
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Blackboard 13.1 0._A_,_Exam_

Viewgraph 13.1
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Compensating network
Viewgraph 13.2

Input to
second
stage

Input impedance
of second stage

Output
from
second

agO Va
rs + 1

Model for second stage of a
two-stage amplifier.

Viewgraph 13.3

V.'I 7Oc
Circuit used to evaluate slow-
rolloff compensation.
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Viewgraph 13.4
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Operational Amplifier Compensation (cont.)

Demonstration Photograph
13.1 Slow-roll-off compensation
demonstration

Demonstration Photograph
__13.2 Slow-roll-off network

- - -I-
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Comments Our discussion of minor-loop compensation tailored to specific
applications is continued. We find that if a zero is added to the
open- (major-) loop transmission at an appropriate frequency,
acceptable stability can be maintained when an additional pole (for
example, from capacitive loading) occurs. This type of compensa-
tion requires specific information concerning the location of the
additional pole.

Conversely, compensation that rolls off more slowly than 1/s
is advantageous when it is expected that the additional pole will be
located over a range of frequencies.

Reading Textbook: Sections 13.3.4 and 13.3.5.

Problems

Problem 13.1 (P13.10)

Problem 13.2 (P13.11)



( 
-

POO

z

V
 

V
 

L
L

0L

C
14



14-2 Electronic Feedback Systems

Blackboard 14.1

Blackboard 14.2

Blackboard 14.3



Linear Analysis of Nonlinear Systems 14-3

Viewgraph 14.1

Electromagnet

x., distance of
ball from
reference point

Iron ball,
mass = M

Viewgraph 14.2

Amplifier

Sensor
st4pplies voltage
proportional to
x. to amplifier
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Demonstration Photograph
14.1 Trying to get the magnetic-
suspension system started

Demonstration Photograph
14.2 The magnetic-suspension
system in operation



Linear Analysis of Nonlinear Systems 14-5

The analytical techniques introduced up to this point in the course
make liberal use of superposition. Unfortunately, superposition
does not generally apply in nonlinear systems, and consequently
we need to develop new methods of analysis for systems where
nonlinearity influences performance.

One possible method is to linearize the system equations
about an operating point, recognizing that the linearized equations
can be used to predict behavior over an appropriately restricted
region around the operating point. This technique is used to deter-
mine compensation for a magnetic suspension system. The linear-
ized equations of motion of this system have a loop-transmission
pole in the right-half plane, reflecting the inherent instability that
exists when the magnetic field strength is fixed.

Comments

Textbook: Chapter 6 through Section 6.2. Reading

Problems

Problem 14.1 (P6.1)

Problem 14.2 (P6.2)

Problem 14.3 (P6.3)
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Blackboard 15.1

Blackboard 15.2

Blackboard 15.3
Harmonic Distortion:

e outpvt of \L,3
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Describing Functions

Describing-function analysis offers a way to apply the powerful fre-
quency-domain methods that are so useful in linear-systems anal-
ysis to nonlinear systems. The describing function indicates the
gain-and-phase shift that a nonlinear element provides to an input
sinusoid, considering only the fundamental component of the
output.

While describing-function analysis can be used to estimate the
magnitudes of all signals in a nonlinear system that is driven with
a sinusoid, the computational requirements for this type of
detailed analysis are generally not justifiable. However, describing
functions do provide a valuable way of estimating the amplitude,
frequency, and harmonic distortion of certain kinds of oscillators.

Comments

Textbook: Sections 6.3 through 6.3.3. Reading

Problems

Problem 15.1 (P6.6)

Problem 15.2 (P6.7)

15-3
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Blackboard 16.1

Viewgraph 16.1

Viewgraph 16.2
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Describing Functions (cont.) 16-3

Input and output waveforms
for sinusoidal excitation.

v = E sin <wt
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Viewgraph 16.3
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Viewgraph 16.4 3i i

t ''~D''
1

-o E =1.5

1 - - - - -- - - - - - - - - - - - - - -

E=1 =

-180 -135* -900 -450

4 -91and 4
GD(E)

Describing-function analysis of the function generator.

Demonstration Photograph
16.1 Fupction generator



Describing Functions (cont.) 16-5

This lecture continues examples of describing-function analysis.
The method is used to predict the operation of an oscillator formed
by combining an integrator with a Schmitt trigger. Reasonable
agreement with the exact solution is obtained even though the con-
ditions assumed for describing-function analysis are not particu-
larly well satisfied by this system.

We also see an example of a system where relative stability is
a function of signal levels.

Comments

Material covered in connection with Lecture 15 provides the nec- Reading
essary background for this lecture.

Problem

Problem 16.1 (P6.8)
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Blackboard 17.1

Blackboard 17.2

Blackboard 17.3



Conditional Stability

Viewgraph 17.1

Viewgraph 17.2
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Viewgraph 17.3
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Viewgraph 17.4
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Conditional Stability

Gain Phase plot for ao = 80 S1 -+
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Viewgraph 17.6
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Demonstration Photograph
17.1 Conditional-stability
demonstration

Demonstration Photograph
17.2 Close-up of conditionally-
stable system



Conditional Stability

This lecture introduces the idea of conditional stability and uses a
demonstration system to illustrate important concepts. In certain
systems, a loop transmission that rolls off faster than 1/s2 over a
range of frequencies is used to achieve high desensitivity while
retaining a relatively low crossover frequency. If the frequency
range of fast roll-off is broad enough, the phase angle may become
more negative than -180* over a range of frequencies below cross-
over. Such systems can be well behaved when they are operating
in their linear region, yet become unstable when saturation lowers
crossover frequency to a region of negative phase margin.

Describing-function analysis indicates the potential for this
type of behavior, predicts oscillation parameters in systems where
instability is possible, and can also be used to determine appropri-
ate nonlinear compensation methods.

Comments

Textbook: Sections 6.3.4 and 6.3.5. Reading

Problem

Problem 17.1 (P6.9)

17-7
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Blackboard 18.1

Blackboard 18.2

Blackboard 18.3



Oscillators (Intentional)

2R I

R,

Wien-bridge oscillator

C Viewgraph 18.2

Quadrature oscillator

Viewgraph 18.1

Va
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Demonstration Photograph
18.1 Amplitude-stabilized oscillator
demonstration

Demonstration Photograph
18.2 Amplitude-stabilized oscillator
close-up

Electronic Feedback Systems



To this point in the series our effort has been directed toward
designing feedback systems with acceptable stability. In this lecture
we look at how we might use the techniques we have learned to
design oscillators that provide outputs with high spectral purity.

The basic approach is to use a very slow (compared to the fre-
quency of oscillation) feedback loop to hold a closed-loop pair of
poles of the oscillator circuit exactly on the imaginary axis. The
validity of this approach is illustrated with a demonstration
system.

Textbook: Section 12.1. Reading

Problems

Problem 18.1 (P12.1)

Problem 18.2 (P12.2)

Problem 18.3 (P12.4)

Oscillators (Intentional) 18-5

Comment
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Blackboard 19.1

Blackboard 19.2



Phase-Locked Loops

Demonstration Photograph
19.1 Phase-lock loop
demonstration

Demonstration Photograph
19.2 Close-up of phase-lock loop

19-3
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Comments The phase-locked loop is a circuit that is used in applications rang-
ing from demodulation to frequency synthesis. A phase-locked
loop is a feedback system, and the performance and design con-
straints for such circuits can be determined using the methods we
have developed earlier in the course.

Reading/Problems There are no specific reading assignments or problems. For those
interested in a thorough background in phase-locked loops, an
excellent and detailed treatment is provided in: Floyd M. Gardner,
Phaselock Techniques, 2nd ed. (New York: John Wiley & Sons,
1979).

Electronic Feedback Systems
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Blackboard 20.1

1.7.-U

Blackboard 20.2



Model Train Speed Control 20-3

Demonstration Photograph
20.1 Here comes Super Train!

It is difficult to justify this much effort for a toy, but it is a lot of
fun!

Comments

No reading or problems-school is out!

E

Reading/Problems
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