Lecture 6

Let us compute Fisher information for some particular distributions.
Example 1. The family of Bernoulli distributions B(p) has p.f.

flzlp) =p"(1—p)'™"

and taking the logarithm

log f(z|p) = zlogp + (1 — z)log(1 — p).
The second derivative with respect to parameter p is
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then we showed that Fisher information can be computed as:
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The MLE of pis p = X and the asymptotic normality result from last lecture becomes
Vn(p = po) = N(0,po(1 = po))

which, of course, also follows directly from the CLT.
Example. The family of exponential distributions F(«) has p.d.f.

ae™ ™, x>0
fala)={ 6 520

and, therefore,
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This does not depend on X and we get

1(a) = B2 tog f(X]a) = ~
a) = 5o 108 a) = —.

Therefore, the MLE & = 1/X is asymptotically normal and

Vnla — ag) — N(0,a3).

6.1 Rao-Cramer inequality.

Let us start by recalling the following simple result from probability (or calculus).
Lemma. (Cauchy inequality) For any two random variables X and Y we have:

EXY < (EX?)Y?(EY?)Y2,

The inequality becomes equality if and only if X =tY for some t > 0 with probability
one.
Proof. Let us consider the following function

ot) = E(X —tY)?=EX? - 2tEXY + t?EY? > 0.

Since this is a quadractic function of ¢, the fact that it is nonnegative means that
it has not more than one solution which is possible only if the discriminant is non
positive:

D =4(EXY)? - 4EY?’EX?* <0

and this implies that
EXY < (EX?)Y2(EY?)Y2.

Also p(t) = 0 for some t if and only if D = 0. On the other hand, ¢(t) = 0 means
EX-tY)=0=X=tY

with probability one.

Let us consider statistic
S=5(Xy,...,X,)

which is a function of the sample X,..., X,,. Let us define a function

m(@) = EgS(Xl, P ,Xn),
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where [y is the expectation with respect to distribution Py. In other words, m(f)
denotes the mean of S when the sample has distribution Py. The following is the
main result of this lecture.

Theorem. (The Rao-Cramer inequality). We have,

Varg(S) = Eg(S — m(0))? > (' ©O))

This inequality becomes equality if and only if
S=1(6) ) _U'(X]0) +m(6)
i=1

for some function t(0) and where [(X|0) = log f(X]10).
Proof: Let us introduce the notation

[(x]0) = log f(|0)

and consider a function

n

b = L(X1, .., X0, 0) = > 1(X0).

i=1
Let us apply Cauchy inequality in the above Lemma to the random variables

, Ol
S —m(f) and [, = 50

We have:
Eo(S — m(0))l;, < (Eo(S —m(0))*)"/*(Eg(l;,)*)"/>.

Let us first compute Eq(l!)2. If we square out (I/,)* we get
Eo(l,)* = Be(Q_I(Xil0)? =Eo ) > I(X|0)I'(X;10)
i=1 =1 j=1

= nEe(I'(X110))* + n(n — 1)Egl(X,1]0)Esl(X2]|0)

where we simply grouped n terms for i = j and remaining n(n — 1) terms for i # j.
By definition of Fisher information

1(0) = Bo(l'(X116))?.
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Also,

0 (X116 (|0
Eol'(X1]0) = EG% log f(X1]0) = EGJ;((?((I“(Q)) = J;((x”@))f(x\e)dm
= /f'(x|9)d:v = % /f(x|9)dx = %1 = 0.

We used here that f(z|f) is a p.d.f. and it integrates to one. Combining these two
facts, we get

Eo(I)? = nl(6).



