18.443 Problem Set 3 Spring 2015
Statistics for Applications
Due Date: 2/27/2015
prior to 3:00pm

Problems from John A. Rice, Third Edition. [Chapter.Section.Problem]

1. Problem 8.10.21.
Suppose that X1, Xs,..., X, are i.i.d. with density function
@0 if x>0
e , if x>
fa]6) = { 0, otherwise

(a). Find the method of moments estimate of 6.

The first moment of X is
p = EX]= [ 2e @z
= 0+ [ ye vdy
= 0+ [W(=eN]lj= + fo e vdy
= 0+1
(The second line follows by tranforming to y = x — 6; the third line
follows from integration-by-parts.)

Equating the sample first moment to the population first moment:
p o= i
1 < -
f+1 = — X=X
+ - 21:
— ) = X-1
(b). Find the mle of #. The likelihood of the data is
lik(0) = f(X1,...,Xn]0)
[T, f(Xi | 0)
= H?=1L€7(Xi79)1[0,oo) (X))
= [e” ijl(X"_e)] [T (10, x,1(0)]
= [ei 2is Xiene] [1[0,min(X1,...,Xn)] (9)

lik(#) is maximized by maximizing € subject to 6 < X,
foralli=1,...,n
i.e., éMLE :mz’n(Xl,...,Xn)

(c). Find a sufficient statistic for #. Consider



T(X1,...,X,) =min(Xy,...,Xp)
The distribution function of T, Frp(t) satisfies
- Fr(n)] = P(T>1)
= PXi>tXo>1t,...X, >1)
= [, P(Xi> 1)

= [T e 9]
[e—n(t—e)]

for values ¢t > 6.
The density of T is simply the derivative:
fr(t]0) =ne =0 >,
The conditional density of the sample given T' =t is
f(Xy,..., X | 0)
[r(t]0)

[e— i Xi e”e] [1[0,mm(X1,...,Xn)} (0)]
[e=n(=0)]1 0, (0)

= [em Zi=(Ximt) [H Lir.00) (X0)]
=1

f(le'“an | T76)

The density function does not depend on 6, so
T = min(Xy,...,X,) is sufficient for 6.

. Problem 8.10.45. A Random walk Model for Chromatin

The html in Rproject3.zip ” Rproject3// Rproject3,md,ayleighiheory.html”
details estimation theory for a sample from a Rayleigh distribution.

(a). MLE of 6 :

Data consisting of:
R17R27"'7Rn

are i.i.d. Rayleigh(f) random variables. The likelihood function is
Lik(0) = f(ri,....,mn | 0) =111, f(ri | 0)
T T (=
= M lgear {552 )

The log-likelihood function is

00) = logllik(6)]
= [X1log(ri)] —2nlog(0) — g 31 /2]

2



The mle solves 4 /(6) =

0 = o)
X = —2n(3) +2(g5) X1[rE/2)
= Oz = (% ?[7"1'2/2]) /2

(b). Method of moments estimate:

The first moment of the Rayleigh(f) distribution is

w = E[R|6] = fo rfr\@
= fo 26:Ep 292 )dr

= 92 fo r2exp(55 5= )dr
= 62 fo v - exp(%z)[%[} (change of variables: v = 7?)

= 292 fo Ve 13 ea:p( 5 )dv

= 5=(3)(20)2

= \f9f() V20 x (5)T(3)
0 x %

(using the facts that I'(n + 1) = nI'(n) and I‘(%) =./7)
The MOM estimate solves:

Bo= =TT
QAXW = ﬁ
— 9MOM = RX%

(c). Approximate Variance of the MLE and method of moments esti-
mate.

The approximate variance of the MLE is Var(éM LE) R n%(@

where

1(0) E[—@(log(f (z | 9)))]2
= El=pllog(grezp(—3p))]
= E[-5[-2(3) — (5)(=2)6077]]
= E[-[(z) + («*)(=3)071]]
= 349_4E[x2] — (&) =3674(26%) — (%)
= 4



So, Var(éMLE) ~ %
Variance of the MOM estimate of Rayleigh Distribution Parameter:
The MOM estimate
éMOM =R x %

has variance:

Var@uon) = (2)*Var(R) = (2) 75
Var(R) = E[R? - (E[R])?
= 207 - (\/30)*
= 0@2-3)

So, Var(Byrom) = 02(2 — 5)(2)(1) = 02(2 —1)(1) ~ £ x 0.2732

™ n ™
This exceeds the approximate Var(é MLE) & %2 x 0.25
See the R script file:

Rproject3_scriptd_Chromatin_solution.r

. Problem 8.10.51 Double Exponential (Laplace) Distribution
The double exponential distribution is

flx]6) = %e'x*ﬂ, —00 < T < 00.
For an iid sample of size n = 2m + 1, show that the mle of 0 is the
median of the sample.

Let X1i,...,X, denote the sample random variables with outcomes
Z1,...,Zyn. The likelihood function of the data is

lik(0) = Tl flai | 0) = [Ty [ge 0]
= (%)"e’ i w0

This is maximized by minimizing the sum in the exponent:

9(0) = >3y xi — 6
Note that g(f) is a continuous function of 6 and its derivative exists
at all points 6 that are not equal to any x;

G0) = 9(0) = Sy [—1 x 1(wi > 6) + (+1) x 1(z: < 0)]
) xS T > 0]+ (+1) x S0 1 < 6)]
B positive if 6 > median(x;)

B {negative if 0 < median(z;)



It follows that ¢g() is minimized at § = median(x;). A graph of g(0) is
piecewise linear with slope changes at each of the x; values; the slope
at any given 6 (not equal to an z;) is

count(x; < 0) — count(x; > 0).

. Problem 8.10.58 Gene Frequencies of Haptoglobin Type

Gene frequencies are in equilibrium, the genotypes AA, Aa, and aa oc-
cur with probabilities (1—#)2, 20(1—6), and #2. Plato et al. published
the following data on Haptoglobin Type in a sample of 190 people

Haptoglobin Type
Hpl-1 Hpl-2 Hp2-2
10 68 112

This is precisely the same problem as Example 8.5.1.A of the text
and class notes which corresponds to count data: (X, X2, X3) ~
Multinomial(n = 3,p = ((1 — 6)2,20(1 — 6),6?) distribution.

(a). Find the mle of 0

o (X1, Xo, X3) ~ Multinomial(n,p = ((1 — 6)2,20(1 — 6),6?))

e Log Likelihood for 6
UO) = log(f(wy, x2,23 | pr(0), p2(9), p3(0)))
= log(Frmymp1(0) " pa(0) ™ p3(0)™)
= z1l0g((1 — 6)?) + 22l0g(20(1 — 0))
+x3l0g(6?) + (non-6 terms)

= (2z1 4 xz2)log(1 — 0) + (2z3 + x2)log(0) + (non-0 terms)

e First Differential of log likelihood:
(2z1 +22) (223 + x2)

o) = 0
N é— 2x3 4+ x2 B 2x3 + 2o . 2(112)+68
2wy 4+ 2w +223  2n 2(190)

(b). Find the asymptotic variance of the mle.

N 1
e Var(0) — m

e Second Differential of log likelihood:

= (0.76842



d . (2z1+x2) (223 + x2)

/! _ R
eo) = dﬂ[ 1-46 0 )
@2z 42) (223 + 20)
(1-10)2 62
e Each of the X; are Binomial(n,p;(0)) so
E[X1] = np1(0) =n(1 —0)>
E[XQ] = npg(O) = 7129(1 — 9)
E[X3] = nps() =nb?
2n
o A
¢ B0 = 5y
L, B(1—0) 0.76842(1 — 0.76842)
2 _ _ _ _ 2
°* 7, = o = 2 % 190 = 0.0004682898 = (.02164)

Parts (c), (d), and (e): see the R script

Rproject3_scriptl multinomial _simulation_Problem _8_57.r
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