18.443 Problem Set 9 Spring 2015
Statistics for Applications
Due Date: 5/1/2015
prior to 3:00pm

Problems from John A. Rice, Third Edition. [Chapter.Section.Problem]

1. 14.9.2. See Rscript/html Problem_14.9 2.r

2. 14.94.

For modeling freshman GPA to depend linearly on high school GPA,
a standard linear regression model is:

Yi=080+ bixi+e,i=1,2,...,n.

Suppose that different intercepts were to be allowed for femalses and
males, and write the model as

Y, = IF(Z)ﬁF +IM(i)ﬁM + Gz +e,i=1,2,...,n.

where I (i) and Ip/(7) are indicator variables takingon values of 0 and
1 according to whether the generder of the ith person is female or
male.

The design matrix for such a model will be
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where np and njys are the number of femals and males, respectively.

The regression model is setup as
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3. 14.9.6. The 4 weighings correspond to 4 outcomes of the dependent
variable y
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For the regression parameter vector
_| w1
=[]
the design matrix is
1 0
0 1
X = 1 -1
1 1
The regression model is
Y=Xp+e

(b). The least squares estimates of w; and ws are given by

p= [ i ] = (XTXx)"'XTy

Note that -
(XX) = [ ?) g ] 50 (rx)™ = [ 163 1(/)3 ]
and (XTY) = [ 191 ]
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(c). The estimate of o2 is given by the sum of squared residuals divided

by n — 2, where 2 is the number of columns of X which equals the
number of regression parameters estimated.

The vector of least squares residuals is:

Y1 —@1 3 — 11/3 —2/3
o — Y2 =92 | _ 3—-3 _ 0

Y3 — U3 1-2/3 1/3

Ya — Ya 7—20/3 1/3

From this we can compute



A —2/3)2+40%+(1/3)%2+(1/3)2 _ 6/9

52 = (£2/3)°40°+(1/3)°+(1/3) :%:1/3
(d). The estimated standard errors of the least squares estimates of
part (b) are the square roots of the diagonal entries of

Cov(B) = 62(XTX)!
which are both equal to y/02 x 1/3 =1/3.
(e). The estimate of w; — wy is given by Bi— By = 11/3-3=2/3
The standard error of the estimate is the estimate of its standard
deviation which is the square root of the estimate of its variance.
Now

Var(By — B2) = Var(By) + Var(Ba) — 2Cov(B1, B2).

This is the sum of the diagonal elements of Cov(hat3) minus the sum
of off-diagonal entries (which are 0).

So Var(fy—B2) =1/9+1/9—2x 0 =2/9.
and the standard error is /2/9
(f). To test Hp : w1 = we, we can compute the t-statistic

_ b1 — _ 2/3 _
t= stET’L‘l;l(w,iuzwg) - /2/9 - \/§

Under Hy this has a ¢ distribution with n — 2 = 2 degrees of freedom.

Using R we can compute the P-value as
P-Value = 2*(1-pt(sqrt(2),df=2)) = 0.2928932

For normal significance levels (.05 or .01) the null hypothesis is not
rejected because the P-Value is higher.

4. 14.9.18.
Suppose that
Yi=Bo+bizit+e,i=1,...,n

where the e; are i.i.d. N(0,0?). Find the mle’s of 5y and 31 and verify
that they are the least squares estimates. This follows immediately
from the lecture notes: Regression Analysis II in the section on max-
imum likelihood. The likelihood function is a monotonic function of
the least-squares criterion Q(8) = Y 7 (Y; — Y;)2. Therefore the least-
squares estimates of 5 and the mle’s are identical.

5. 14.9.40. See R script Problem 14_9_40.r.
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