18.650. Statistics for Applications
Fall 2016. Problem Set 7

Due Friday, Oct. 28 at 12 noon

Problem 1 QQ-plots
Recall that the Laplace distribution with parameter A > 0 is the continuous proba-

A
56_’\”', x € R and the Cauchy distribution is the

1 1
continuous probability measure with density g(z) = ———, = € R.
w1+ 22

Consider five samples of i.i.d. random variables with the following distributions:

bility measure with density fy(z) =

e The standard Gaussian distribution;
e The uniform distribution on [—\/5, \/3],
e The Cauchy distribution;

e The exponential distribution with parameter 1;

The Laplace distribution with parameter v/2.

For each of these samples, we have drawn the normal QQ-plots below. Identify which
plot corresponds to which sample.
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Problem 2 Kolomogorov-Smirnov test for two samples

Consider two independent samples Xi,...,X, and Yi,....,Y,, of independent real
valued continuous random variables, and assume that the X;’s are iid with some cdf F
and that the Y;’s are iid with some cdf GG. Note that the two samples may have different
sizes (if n # m). We want to test whether F' = G. We consider the following hypotheses:

Hy:"F=G" and H;:"F #G".

For simplicity, we will assume that in addition to be continuous, F' and G are increasing.

1. Propose an example of experiment in which testing whether two samples are gen-
erated by the same distribution would be of interest.
2. Fori=1,...,n,denote by U; = F(X;) and for j = 1,...,m, let V; = G(Y;). What
are the distributions of the U;’s and the V}’s 7
3. Let F, be the empirical cdf of the sample {X;,..., X,,} and G,, be the empirical
cdf of {Y3,...,Y,,}.
a) Let T}, ,, = sup |F,,(t) — G (t)]. Prove that T),,, can be written as the maxi-
teR

mum value of a finite collection of numbers.
b) If Hy is true, show that

Tn,m = Sup l Z ]lUl.SgC — %Z ]lngx .
i=1 Jj=1

0<z<1|MN

c) If Hy is true, what is the joint distribution of the n 4+ m random variables
Uy, ..., U, Vi, oo Vi 7

d) Conclude that the test statistic T, ,, is pivotal, i.e., if Hy is true, the distribu-
tion of 7}, ,,, does not depend on the unknown distribution of the samples.

e) Let a € (0,1) and let ¢, be the (1 — a)-quantile of the distribution of T, ,,
under Hy. In practice, even if this quantile may be available on tables for
some values of n and m, you may not be able to find it online for your values
of n and m. Describe an algorithm that you could run on a software (e.g., R)
in order to get an approximate value of ¢,, for a given a.

f) Define a test with non asymptotic level a for the hypotheses Hy v.s. Hj.

Problem 3 Test of independence for samples with continuous cdf

Consider n i.i.d. pairs of real random variables (X1,Y7), ..., (X,,Y,) with some con-
tinuous distribution. We would like to test whether X; and Y; are independent. Define
the following hypotheses:

Hy:7X; UL Y)” and H; :7X; and Y; are not independent”.



For i =1,... n, define R; as the rank of X; in the sample X;,..., X,;: E.g., if X, is
the smallest number of this sample, then R; = 1; If X is the largest, then R, = n. In a
similar fashion, define (); as the rank of Y; in the sample Y;,...,Y,,.

1. Propose an example of experiment in which testing independence of two samples
would be of interest.

2. Without a rigorous proof, explain why Ry,..., R, are not independent random
variables.

3. Prove that the distribution of (Ry,...,R,) does not depend on the (unknown)
distribution of the X;’s. Similarly, the distribution of (Q1, ..., @,) does not depend
on that of the Y;’s.

4. Prove that if Hy is true, then the two vectors of ranks (R, ..., R,) and (Q1, ..., Q)
are independent.

5. Conclude that if Hy is true, then the joint distribution of the 2n random variables
Ry,...,R,,Q1,...,Q, is known and does not depend on the distribution of the
original sample.

6. Consider the following test statistic:

o SLR-R)@-Q)

\/Z?:l (Ri - Rn)2 Z?:l(@l - Qn)2
T,, is the empirical correlation between the R;’s and the );’s. If Hy is true, then T,
should be very close to zero. We are first going to show that 7;, has a very simpler

expression.
a) Prove that

n

Rn = Qn = a —2+_ 1>
" = o " ~ 2 n(n?—1)
;(RZ - Rn)2 - ;(Qz - Qn)2 - 12

- L - 1)(2n + 1
Hint: Recall that Zz = @ and ZF = n(n +1)(2n + )
1=1 i=1

b) Conclude that

12 = 3(n+1)
Th=—5—= Wi — ————
n(nQ—l)iZIRQ n—1

7. Using all the previous questions, prove that if Hy is true, then 7, has the same
distribution as

12 = 3(n+1)
S, =— 2 N"po 22T
n(n2—1); i n—1"



where (Rf,...,R) and (@, ..., Q) are the respective rank vectors of two inde-
pendent samples of i.i.d. uniform random variables in [0, 1].

8. Let a € (0,1). Denote by ¢, the (1 — a)-quantile of S,,. Describe an algorithm
that you could run on the software R in order to get an approximate value of ¢,
for a given value of n.

9. Define a test for Hy v.s. H; that has non asymptotic level a.
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