
8.334: Statistical Mechanics II Spring 2014 Test 1 

Review Problems 

The test is ‘closed book,’ but if you wish you may bring a one-sided sheet of formulas. 

The intent of this sheet is as a reminder of important formulas and definitions, and not 

as a compact transcription of the answers provided here. If this privilege is abused, it 

will be revoked for future tests. The test will be composed entirely from a subset of the 

following problems, as well as those in problem sets 1 and 2. Thus if you are familiar and 

comfortable with these problems, there will be no surprises! 

******** 

1. The binary alloy: A binary alloy (as in β brass) consists of NA atoms of type A, and 

NB atoms of type B. The atoms form a simple cubic lattice, each interacting only with its 

six nearest neighbors. Assume an attractive energy of −J (J > 0) between like neighbors 

A−A and B −B, but a repulsive energy of +J for an A−B pair. 

(a) What is the minimum energy configuration, or the state of the system at zero temper

ature?
 

(b) Estimate the total interaction energy assuming that the atoms are randomly distributed
 

among the N sites; i.e. each site is occupied independently with probabilities pA = NA/N
 

and pB = NB/N .
 

(c) Estimate the mixing entropy of the alloy with the same approximation. Assume
 

NA, NB ≫ 1.
 

(d) Using the above, obtain a free energy function F (x), where x = (NA−NB)/N . Expand
 

F (x) to the fourth order in x, and show that the requirement of convexity of F breaks
 

down below a critical temperature Tc. For the remainder of this problem use the expansion
 

obtained in (d) in place of the full function F (x).
 

(e) Sketch F (x) for T > Tc, T = Tc, and T < Tc. For T < Tc there is a range of
 

compositions x < |xsp(T )| where F (x) is not convex and hence the composition is locally
 

unstable. Find xsp(T ).
 

(f) The alloy globally minimizes its free energy by separating into A rich and B rich phases
 

of compositions ±xeq(T ), where xeq(T ) minimizes the function F (x). Find xeq(T ).
 

(g) In the (T, x) plane sketch the phase separation boundary ±xeq(T ); and the so called 

spinodal line ±xsp(T ). (The spinodal line indicates onset of metastability and hysteresis 

effects.) 

******** 
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2. The Ising model of magnetism: The local environment of an electron in a crystal 

sometimes forces its spin to stay parallel or anti-parallel to a given lattice direction. As 

a model of magnetism in such materials we denote the direction of the spin by a single 

variable σi = ±1 (an Ising spin). The energy of a configuration {σi} of spins is then given 

by 
N 

1 
H = Jijσiσj − h σi ;

2 
i,j=1 i 

where h is an external magnetic field, and Jij is the interaction energy between spins at 

sites i and j. 

(a) For N spins we make the drastic approximation that the interaction between all spins 

is the same, and Jij = −J/N (the equivalent neighbor model). Show that the energy can 
LN

now be written as E(M,h) = −N [Jm2/2 + hm], with a magnetization m = σi/N = i=1 

M/N . 
L

(b) Show that the partition function Z(h, T ) = exp(−βH) can be re-written as {σi}
L

Z = exp[−βF (m, h)]; with F (m, h) easily calculated by analogy to problem (1). For M 

the remainder of the problem work only with F (m, h) expanded to 4th order in m. 

(c) By saddle point integration show that the actual free energy F (h, T ) = −kT lnZ(h, T ) 

is given by F (h, T ) = min[F (m, h)]m. When is the saddle point method valid? Note that 

F (m, h) is an analytic function but not convex for T < Tc, while the true free energy 

F (h, T ) is convex but becomes non-analytic due to the minimization. 

(d) For h = 0 find the critical temperature Tc below which spontaneous magnetization 

appears; and calculate the magnetization m(T ) in the low temperature phase. 

(e) Calculate the singular (non-analytic) behavior of the response functions 
  

∂E  ∂m  
  C = , and χ = . 
  ∂T ∂hh=0 h=0 

******** 

3. The lattice–gas model: Consider a gas of particles subject to a Hamiltonian 

N 
� pfi 

2 1 �
H = + V(fri − frj), in a volume V. 

2m 2 
i=1 i,j 

(a) Show that the grand partition function Ξ can be written as 

  

∞ � �N � N 
� 

βµ 
� � 

Ξ = 
1 e

d3fri exp − 
β 

V(fri − frj) . 
N ! λ3 2 

N=0 i=1 i,j 
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(b) The volume V is now subdivided into N = V/a3 cells of volume a3, with the spacing a 

chosen small enough so that each cell α is either empty or occupied by one particle; i.e. the 

cell occupation number nα is restricted to 0 or 1 (α = 1, 2, · · · ,N ). After approximating 
N

the integrals 
J

d3fr by sums a3
L

α=1
, show that 

�∑

� n N
eβµa3 α 

α β 
Ξ ≈ 

λ3

�

L 

exp 



− 
�∑

nαnβV(fr α − frβ) . 
2 

{nα=0,1} α,β=1 

 

 

(c) By setting nα = (1 + σα)/2 and approximating the potential by V(frα − frβ) = −J/N , 

show that this model is identical to the one studied in problem (2). What does this imply 

about the behavior of this imperfect gas? 

******** 

4. Surfactant condensation: N surfactant molecules are added to the surface of water 

over an area A. They are subject to a Hamiltonian 

N 
pf 2
i 1 

H =
∑�

+ 
∑�

V(fri − frj),
2m 2 

i=1 i,j 

where fri and pfi are two dimensional vectors indicating the position and momentum of 

particle i.
 

(a) Write down the expression for the partition function Z(N, T,A) in terms of integrals
 

over fri and pfi, and perform the integrals over the momenta.
 

The inter–particle potential V(fr) is infinite for separations |fr | < a, and attractive for 
∞

|fr | > a such that 2πrdrV(r) = −u0. a 

(b) Estimate the 

J

total non–excluded area available in the positional phase space of the 

system of N particles.
 

(c) Estimate the total potential energy of the system, assuming a uniform density n = N/A.
 

Using this potential energy for all configurations allowed in the previous part, write down
 

an approximation for Z.
 

(d) The surface tension of water without surfactants is σ0, approximately independent of 

temperature. Calculate the surface tension σ(n, T ) in the presence of surfactants. 

(e) Show that below a certain temperature, Tc, the expression for σ is manifestly incorrect. 

What do you think happens at low temperatures? 

(f) Compute the heat capacities, CA and write down an expression for Cσ without explicit 

evaluation, due to the surfactants. 
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5. Cubic invariants: When the order parameter m, goes to zero discontinuously, the 

phase transition is said to be first order (discontinuous). A common example occurs in 

systems where symmetry considerations do not exclude a cubic term in the Landau free 

energy, as in 

2 3 4βH = dd x 
K 

(∇m)2 + 
t
m + cm + um (K, c, u > 0). 

2 2 

(a) By plotting the energy density Ψ(m), for uniform m at various values of t, show that 

as t is reduced there is a discontinuous jump to m  0 for a positive = t in the saddle–point 

approximation.
 

(b) By writing down the two conditions that m and t must satisfy at the transition, solve
 

for m and t.
 

(c) Recall that the correlation length ξ is related to the curvature of Ψ(m) at its minimum
 

by Kξ−2 = ∂2Ψ/∂m2|eq.. Plot ξ as a function of t.
 

******** 

6. Tricritical point: By tuning an additional parameter, a second order transition can be 

made first order. The special point separating the two types of transitions is known as a 

tricritical point, and can be studied by examining the Landau–Ginzburg Hamiltonian 

K t 
2 4βH = dd x (∇m)2 + m + um + vm 6 − hm ,

2 2 

where u can be positive or negative. For u < 0, a positive v is necessary to ensure stability. 

(a) By sketching the energy density Ψ(m), for various t, show that in the saddle–point
 

approximation there is a first-order transition for u < 0 and h = 0.
 

(b) Calculate t and the discontinuity m at this transition.
 

(c) For h = 0 and v > 0, plot the phase boundary in the (u, t) plane, identifying the phases,
 

and order of the phase transitions.
 

(d) The special point u = t = 0, separating first– and second–order phase boundaries, is 

a tricritical point. For u = 0, calculate the tricritical exponents β, δ, γ, and α, governing 

the singularities in magnetization, susceptibility, and heat capacity. (Recall: C ∝ t−α; 

m(h = 0) ∝ tβ ; χ ∝ t−γ ; and m(t = 0) ∝ h1/δ.) 

******** 

7. Transverse susceptibility: An fn–component magnetization field m(x) is coupled to an 
J 

external field fh through a term − ddx fh · f in the Hamiltonian βH. h = 0m(x) If βH for f

4
 

∫

6

∫



�

is invariant under rotations of f − lnZ/V ) only m(x); then the free energy density (f = 

depends on the absolute value of fh; i.e. f(fh) = f(h), where h = |fh|. 
J 

(a) Show that mα = ( ddxmα(x))/V = −hαf 
′ (h)/h. 

(b) Relate the susceptibility tensor χαβ = ∂mα/∂hβ , to f 
′′ (h), f h.m, and f

(c) Show that the transverse and longitudinal susceptibilities are given by χt = m/h and 

χℓ = −f ′′ (h); where m is the magnitude of fm. 

(d) Conclude that χt diverges as fh → 0, whenever there is a spontaneous magnetization. 

Is there any similar a priori reason for χℓ to diverge? 

******** 

8. Spin waves: In the XY model of n = 2 magnetism, a unit vector fs = (sx, sy) (with 
2 2sx + sy = 1) is placed on each site of a d–dimensional lattice. There is an interaction that 

tends to keep nearest–neighbors parallel, i.e. a Hamiltonian 

−βH = K fsi · fsj . 
<ij> 

The notation < ij > is conventionally used to indicate summing over all nearest–neighbor 

pairs (i, j). 
J
I

(a) Rewrite the partition function Z = dfsi exp(−βH), as an integral over the set of i 

angles {θi} between the spins {fsi} and some arbitrary axis. 

(b) At low temperatures (K ≫ 1), the angles {θi} vary slowly from site to site. In this 

case expand −βH to get a quadratic form in {θi}. 

(c) For d = 1, consider L sites with periodic boundary conditions (i.e. forming a closed 

chain). Find the normal modes θq that diagonalize the quadratic form (by Fourier trans

formation), and the corresponding eigenvalues K(q). Pay careful attention to whether the 

modes are real or complex, and to the allowed values of q. 

(d) Generalize the results from the previous part to a d–dimensional simple cubic lattice 

with periodic boundary conditions. 

(e) Calculate the contribution of these modes to the free energy and heat capacity. (Eval

uate the classical partition function, i.e. do not quantize the modes.) 

(f) Find an expression for (fs0 · fsx) = ℜ(exp[iθx − iθ0]) by adding contributions from 

different Fourier modes. Convince yourself that for |x| → ∞, only q → 0 modes contribute 

appreciably to this expression, and hence calculate the asymptotic limit. 
J 

(g) Calculate the transverse susceptibility from χt ∝ ddx(fs0 · fsx)c. How does it depend 

on the system size L? 

(h) In d = 2, show that χt only diverges for K larger than a critical value Kc = 1/(4π). 
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9. Capillary waves: A reasonably flat surface in d–dimensions can be described by its 

height h, as a function of the remaining (d − 1) coordinates x = (x1, ...xd−1). Convince 
J 

dd−1
J

yourself that the generalized “area” is given by A = x 1 + (∇h)2 . With a surface 

tension σ, the Hamiltonian is simply H = σA.
 

(a) At sufficiently low temperatures, there are only slow variations in h. Expand the energy
 

to quadratic order, and write down the partition function as a functional integral.
 

(b) Use Fourier transformation to diagonalize the quadratic Hamiltonian into its normal
 

modes {hq} (capillary waves).
 

(c) What symmetry breaking is responsible for these Goldstone modes?
 
( )2 

(d) Calculate the height–height correlations ( h(x)− h(x ′ ) ). 

(e) Comment on the form of the result (d) in dimensions d = 4, 3, 2, and 1. 

(f) By estimating typical values of ∇h, comment on when it is justified to ignore higher 

order terms in the expansion for A. 

******** 

10. Gauge fluctuations in superconductors: The Landau–Ginzburg model of supercon

ductivity describes a complex superconducting order parameter Ψ(x) = Ψ1(x) + iΨ2(x), 

and the electromagnetic vector potential Af(x), which are subject to a Hamiltonian 

t K L 2
βH = d3 x |Ψ|2 + u|Ψ|4 + DµΨD ∗ Ψ ∗ + (∇× A) .µ2 2 2 

The gauge-invariant derivative Dµ ≡ ∂µ − ieAµ(x), introduces the coupling between the
 

two fields. (In terms of Cooper pair parameters, e = e ∗c/h̄, K = h̄2/2m ∗.)
 

(a) Show that the above Hamiltonian is invariant under the local gauge symmetry:
 

1 
Ψ(x)  → Ψ(x) exp (iθ(x)) , and Aµ(x)  → Aµ(x) + ∂µθ. 

e 

(b) Show that there is a saddle point solution of the form Ψ(x) = Ψ, and Af(x) = 0, and 

find Ψ for t > 0 and t < 0. 

(c) For t < 0, calculate the cost of fluctuations by setting

 
( )

Ψ(x) = Ψ+ φ(x) exp (iθ(x)) , 

Aµ(x) = aµ(x), (with ∂µaµ = 0 in the Coulomb gauge) 

and expanding βH to quadratic order in φ, θ, and fa. 

6
 

∫
[ ]



�
� �

�

( )

(d) Perform a Fourier transformation, and calculate the expectation values of |φ(q)|2 , 
( ) ( )

|θ(q)|2 , and |fa(q)|2 .
 

********
 

11. Fluctuations around a tricritical point: As shown in a previous problem, the Hamil

tonian 
2 4 6βH = dd x 

K 
(∇m)2 + 

t 
m + um + vm ,

2 2 

with u = 0 and v > 0 describes a tricritical point. 

(a) Calculate the heat capacity singularity as t → 0 by the saddle point approximation. 

(b) Include both longitudinal and transverse fluctuations by setting 

n 
( )

φα mf (x) = m + φℓ(x) êℓ + (x)êα,t 

α=2 

and expanding βH to quadratic order in φ.
 

(c) Calculate the longitudinal and transverse correlation functions.
 

(d) Compute the first correction to the saddle point free energy from fluctuations.
 

(e) Find the fluctuation correction to the heat capacity.
 

(f) By comparing the results from parts (a) and (e) for t < 0 obtain a Ginzburg criterion,
 

and the upper critical dimension for validity of mean–field theory at a tricritical point.
 

6 2n(g) A generalized multicritical point is described by replacing the term vm with u2nm . 

Use simple power counting to find the upper critical dimension of this multicritical point. 

******** 
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